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FisPro Fuzzy Inference System Professigmdlows to create fuzzy inference
systems and to use them for reasoning purposes, espeoiadiyrfulating a phys-
ical or biological system. Fuzzy inference systems areflgrigescribed in the
fuzzy logic glossary given in the user documentation. Theykmsed on fuzzy
rules, which have a good capability for managing progresghenomenons.

First of all, the FisPro implementation allows to designzZiyzsystems from
the expert knowledge available in a given field, for instamo&inemaking. This
approach is illustrated by an example given in the user gQudiekstart with Fis-
Pro.

FisPro also allows the complete design of a fuzzy infererysgesn from the
numerical data related to the problem under study. Manymate learning meth-
ods unfortunately lead to "black box" systems. In FisProst@ints are imposed
to the algorithms to make the reasoning rules easy to irg#ff6]), so that the
user understands how the fuzzy system operates. This ngwedach is one of the
originalities of the software. Some examples are givenénuser guidénduction
with FisPra

Both approaches, expert rule design and automatic indyatan be combined
to create more complete and better performing systemsrd-affers educational
tools that illustrate the reasoning mechanism, and otlads to measure the sys-
tem performance on datasets.

This software is made of two distinct parts: a C++ functidmdry, which can
be used independently, and a graphical Java interface hwiniplements most
functionalities if the C++ library. It is portable, and cannron most existing
platforms.
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Part |
A powerful user-friendly
environment

When the program is started, the main window appears. Saveraus are avail-
able which are detailed in this section. Configuration infation: language,
working directory, are recorded in the file located in theF¥@ installation di-
rectory.

The choice of the conjunction operator, which is used inidating the match-
ing degree of each rule premise, is done in the main windowed possibilities
are given: product, minimum and the Lukasiewicz operatary(0,a + b — 1).

In a multiple output system, the aggregation and defuzzifinaperators (see
1) can change with each output. They are not defined in the wiaithow, but in
each output window.

Context menus: Context menus are available in the Input, Output windows
of the FIS meny and in the Table window of thBata menu. They are called
through a right mouse click.

Printing and exporting graphics : In the Input, Output windows of thelS
meny in the Rulewindow, in the 2D and 3Dpartbiblifonc graphic visualizatio
submenus ofIS and Data, two optionsPrint and Export are available. They
allow to print the displayed graphics, or to export it in orfelee usual formats

(eps, jpeg, gif, png, pdf).

1 Fis Menu

The optionNewallows the step by step interactive definition of a Fuzzy infe
ence System (FIS). This includes input and output definitionzy partitioning
specification and fuzzy rule definition.

Note: The FIS can be designed by hand or self-generated if a data &ifgen
(see theGenerate a Fis without rules, Generate rules and Generatelogions
options).

Save and Load options are available and allow to backup dodde given
FIS configuration. All files are in text format, easy to read adit in a text editor.

Each FIS component: input, output or rule can be declaradeact inactive,
at any time. This functionality allows to extensively ex@dhe FIS behaviour

5



without modifying the data file.

1.1 Input Variable Window

Fuzzy partitioning can be defined using a regular or irreggtad with a given
number of triangular fuzzy sets. This grid has the propsrtita standardized
fuzzy partition

Partitioning can also be built by hand.

In any case, membership functions properties are editablé,each param-
eter -type, break points- can be modified at any time. Avélaypes include
triangular, trapezoidal, lower and upper semi trapezoisialus, lower and upper
semi sinus, Gaussian, discrete or rectangudaof) membership functions. The
last type corresponds to crisp valu@ote: for consistency reasons, if a data file
is open, its number of columns must be at least equal to thebauwt inputs
declared in the FIS.

Note: New input - input removal

Following the previous note, a new input cannot be added ttsaffa data
file is open. The data file must be closed first.

1.2 Output Variable Window

An output variable has the same parameters as an input igraaidd some extra
ones:

e fuzzy or crisp output

e implicative/not implicative output

e classification option

e disjunction operator for rule aggregation

e defuzzification operator

For conjunctive outputs, whatever the output nature, aidpzzy, two aggre-
gation operators, max and sum, are available (see partclipsel

For conjunctive fuzzy outputs, several defuzzificationrapar's are available:
weighted area, mean-max and the Sugeno operator. The wdighga defuzzifi-
cation is analogous to centroid defuzzification, the onffedence being that areas
shared by two fuzzy sets are counted twice. The mean-maatpeaeturns the
middle point of the segment corresponding to the alpha citiwas the greatest



matching degree. In case of ambiguous maxima, a warningagess displayed.
The Sugeno operator returns as the rule conclusion the enmliht of the corre-
sponding fuzzy set kernel.

For crisp outputs, two defuzzification operators can be usddxCrisp, a
mean of maximum adaptation for crisps outputs, and the Sugeerator. In
this case, the output is limited to a constant value, to ensuerpretability. The
Sugeno operator returns an output equal to the weighted $tine oule conclu-
sions, the weight being the matching degree.

Note on defuzzification of fuzzy outputs

For all fuzzy output defuzzification operators, a correci®applied to the up-
per bound (resp. lower) of the upper semi-trapezoidal M&g(réower), located at
the fuzzy partition edge. This allows to infer extreme val(®utput range bound-
aries). This correction is automatically applied when dui¢ a whole partition:
regular or irregular grid, or when generating a FIS withadées.
If these bounds are edited by hand, the correction is lauhblgea change in the
choice of the defuzzification operator.
This correction can also be applied when loading a prewasssled FIS. To do so,
one needs to check the checkbox labeledure the output bounds to be inferred

Alarm threshold parameter

Thethresholdparameter is a tolerance threshold associated to a warrgsg m
sage at the defuzzification stage (see the alarm paragragciion 2).

Classification option

If the classification option is chosen:

e crisp output: the inferred output will be rounded to the elstclass label.
Class labels are built using the corresponding data filenoon|uf a data file
is open and if this column is available. If not, the rule casabns are used
as class labels.

e fuzzy output: membership degrees of the inferred value th dazzy set
defined for the output variable will appear in the inferenesutts.

Note: Discrete MFs

Discrete MFs in a fuzzy output are not compatible with a weagharea de-
fuzzification.

New output - output removal

As for inputs, a new output cannot be added to a FIS if a datssfitearrently
opened. The data file must be closed first.

Implicative rules



The choice between implicative rule systems and conjuactives is done
through the output paramers. Indeed the input variabletjgening, as well as the
computation of the rule matching degree for given input gdate independent of
the rule nature.

Implicative rules are available using &npli checkbox in the output window.
If this option is chosen, the only available defuzzificataperator is calledmpli,
and the choice of the implication operator is done by seigctihe rule agrega-
tion method Disjunctionfield). Three operators are availablResher-Gaines
Goguenret Godel The possibility distributions inferred using one of thegera-
tors all have the same kernel, and only differ by their suggor

The agregation method specific characteristic of impNeatules imposes a
particular output partition if one wants to avoid having taany conflicting rules
and empty inferred outputs. We advise to useghasi-standard partitionfQSF)
derived from thestandard fuzzy partition§SFP). They are automatically built
when using the menu optidRegular Grid

The choice of implicative rules forbids the use d€asp output. TheRegular
Grid option builds a QSP partition, which is adapted to implwatules.

When transforming a conjunctive output into an implicaives, by checking the
impli checkbox, the partition modification from SFP to QSP is sysiecally pro-
posed.

Conversely, when transforming an implicative output intoosmjunctive one
by unchecking thémpli checkbox, the current QSP partition will be proposed to
be transformed into a SFP one.

The Classificationoption has no effect on implicative rules.

1.3 Rule Window

The Rule Windows or fuzzy rule base specification. Rules are built usingitnp
and output labels which must have been previously definecerpty string can
be used in a rule. It means that the variable is absent fronmutke It will not be
taken into account in the inference process.

The Activecolumn allows to activate/inactivate rules.

Warning: Only active rules are stored when saving the FIS cofiguration
file.

Rules are displayed as a table (1 column per input/outpbigy tan be sorted
by column.

An option in theDisplay menu allows to display or not display inactive vari-
ables. This option is useful to deal with highly dimensiosydtems.

Another option in theDisplay menu allows to give a weight to rules. The
weights must be positive and are stored in the FIS configurdilie, with 3 deci-
mal digits, as soon as one weight is given a value differemhfdefault, which is
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equal to 1. Expert weights change the inference result.uM matching degrees
are multiplied by the corresponding expert weights at the aggregation func-
tions (sum or max). Note: for fuzzy outputs, the effect of gies greater than
1 may may saturate quickly. For fuzzy output defuzzificatoperators, except
SugenoFuzzyhe weight sets the alpha-cut level of the relevant outpkt Mis
therefore lower than 1.

1.4 Inference Window

There are two ways to infer using FisPro: inference usingta @k, which is
available from théatamenu, and will be described later, and graphical inference,
which we now detail. Graphical inference is displayed as maya Each line
corresponds to an active rule, and each column to one fuzay e rule premise
or conclusion.

The user can change the value of an input variable by movingrsog or
entering the numerical value, and see the effect onto theyfuderence system
output. The matching degree of each rule is displayed, dsawéhe result of rule
aggregation.

The inference window is for educational purposes mainlyiatighited to the
use of small size systems, in terms of variable and rule numbe

This window is implemented as a table structure, this allaMes sorting using
a click in any column header.

Any change in other windows takes effect immediately. THerance being
done dynamically, the results displayed correspond to tinent configuration.

Implicative rules

Two inference mechanisms are implemented in Fispro. Thénaresm used
by conjunctive rules is called FITA (First Infer Then Aggetg) and allows to
separately infer a conclusion value for each rule beforeegaging these values.
The same mechanism is also used for implicative rules whaut ohata are precise
values. If this is not the case, when at least one input valimprecise, a different
mechanism is requiered, called FATI (First Aggregate Théar).

For a detailed comparison of the two types of rules, the erfee mechanisms
and the FATI implementation chosen in Fispro, see [13].

In the interface, when the FATI algorithm is used, the rulaatosion corre-
sponding to the input data is not displayed as it cannot hmilkzed.

Fuzzy data
The inference window menu includes an option calfedzzy Data with is
again divided into two options:



e Template used to transform each precise inputinto a fuzzy numbeeced
on that value. Two parameters are required: the kernel apdastiwidth.
The support width is constrained to be bigger than or equ#théokernel
one. A different template can be defined for each input, itlmasaved into
a file with .tpl extension, and reloaded from such a file.

In the inference itself, the cursor allows to move the cénatue, and the
fuzzy number will be automatically built using this centrxalue and the
given template. Manual inference with fuzzy data is avaddor all types

of rules. Itis limited to 2 inputs and 1 output if the systens la& least one
implicative output.

This option is not available yet for the inference from a ddéa

e Alpha-cut allows to specify thex cut number used to approximate the
imprecise input value in the FATI inference mechanism. Thusber is
common to all system inputs.

1.5 System behaviour

This submenu displays the variation of a FIS output in fuorcof the variations
of one or two input variables, the other input variables besat to a fixed value.
Remark: the graphics displayed here do not take into account thecudata
file. They are generated only according to the FIS charatiesi partitions and
rules. The curves or surfaces are built using an interpaagiid which covers the
chosen data range and respects the given resolution.
TheVisualize option of theDatamenu displays a 2D or 3D graphics based on
the actual points of a data file. No interpolation is done.

1. section

2D (X,Y) graphics that displays an output Y on the y axis,useran input
variable X on the x axis.

Range setting

For the X variable, the display range can be set (min and naasxjvell as
the number of points used for interpolating.

When the FIS has more than one active input, itis necessast tbe values
for all other inputs.

The Breakpointscheckbox imposes the choice of the MF breakpoints as
possible values. To set a value for a variable, incremetair decremen-
tation arrows located on the right of the variable name candeel. The left
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and right arrows of the numerical pad can also be used, orceuttsor has
been placed in the text area. One can also type the numeailcad.v

2D graphics

The figure is displayed in the lower part of the window. It candxported
in a standard graphical formdtlé menu).

The graphics reacts to various commands. For instance,dssimg down
for a period of time one of the incrementing/decrementimg\as, the curve
is updated in real time, which is useful for simulating cantus variations.
. surface

3D (X,Y,Z) graphics that displays a response surface of arghlS output
on the Z axis, versus 2 input variables, X and Y.

Range setting

The upper part of the window allows to choose the settingshfewariable
ranges and the resolution for each of the two X and Y variab&ee the
paragraph above.

3D graphics

The figure is displayed in the lower part of the window. It candxported
in a standard graphical format (Meffile).

TheExportoption of thefile menu proposes an exportation of the 3D figure.
The Recordoption records a series of graphics in function of a range of
parameters for calculating the surface. The recordingi®dtas a sequence
of indexed jpeg pictures, and can be transformed into a movie

Here is an example of a (GNU)Linux command that can be used sod

mencoder mf://*.jpg -mf w=800:h=600:fps=25:type=jpg edavc -lavcopts
vcodec=mpeg4 -oac copy -0 output.avi

Theavi movie can be viewed on any platform.
Meaning of surface colors

The surface color changes from red (minimum) and purple (mam),
according to the Z value. The changes follow the rainbow orde

Note : the colors are meaningful only within a given figure.eTred color
corresponds to the minimum inferred value for that figure.

Mouse actions
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The graphics reacts to various commands. For instance,dssimg down
for a period of time one of the incrementing/decrementirrguas, the sur-
face is updated in real time, which is useful for simulatiogtnuous vari-
ations.

If some points do not activate any rule, the z value is theldeRS output
value.

A left click in the graphical area displays the (x, y, z) caoates, a right
click shows the activated rules for a given point. The defagtivation
threshold is 0.001, and it can be changed in@pionsmenu. A double
click opens thdnferencewindow (see section 1.4) for a given point (the
values are not editable within theferencewindow).

Viewpoint
Three actions allow to change the viewpoint:

e Press left button + move mouse: rotation,
e Press right button + move mouse: translation ;
e Press wheel Molette centrale + move mouse: zoom.

TheReset viewestores the initial 3D settings.
Section

TheSectiormenu displays a section of the response curve onto the X or the
Y axis. A popup window allows to set the input value for thetget and

to make dynamic changes. The section plane can be displaydte3D
graphics, and follows the dynamic changes of parameters.

1.6 Generate a FIS without rules

To use this option, there must be a current data file.
It is used as reference to generate the fuzzy partitions.

This option allows to generate the FIS inputs and outputs. Hirarchy type
can be chosen (see section 3.1.2 - Generate vertices), hasmble number of
fuzzy sets per variable, the tolerance on unique valueseantimber of groups for
a k-means hierarchy.

The generated FIS has as many variables as the data file lhasn=ol

It has a single output, which corresponds to the last colunthe data file.

The conjunction operator is parameterized, the defautiutus a fuzzy output.
It can be later edited to be transformed into a crisp output.
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The FIS without rules can be used as an entry point to any ofalf@ving
rule induction procedures: optigdenerate ruleandGenerate conclusionfuzzy
decision trees or the Wang & Mendel algorithm.

The current FIS is not overwritten, a new FIS window pops up.

1.7 Generate Rules

There must be a current FIS, with at least one active inpuabbe. This option
generates all possible combinations of rules for the fuztg shich have been
defined for each input variable.

The rules are sorted by lexicographical order.

Moreover, if there is a current data file, the rule generapoocedure only
keeps the rules with a maximum matching degree (on the whaike gkt) greater
than a user given threshold. In this case the rules can agiljobe sorted by
decreasing order of cumulated weight.

Warning : the rule conclusions are initialized with a defaalue equal to one
(crisp output), or to the first MF label (fuzzy output) . Thegncbe reset by a
separate procedure, described below.

The current FIS is not overwritten, a new FIS window pops up.

1.8 Generate Conclusions

To use this option, there must be a current data file.

The rule conclusions can be generated, using a method easfpom the fpa
(Fast Prototype) algorithm, described in [6, 7], or a leagtases minimization
procedure.

fpais a simple efficient technique that initializes or updatgs conclusions
using data. Thels least squares minimization procedure minimizes the sum of
squares of errors (error=difference between inferred wtdpd observed output).

For both options, the output vocabulary can be reduced.

FPA

The rule conclusions are calculated using the observecsaltia subset of
examples, chosen among the whole data set. This subsei éallfor the ry,
rule, is selected for each rule, in function of several cidt¢hat will be explained
at the end of this section. First we detail how the conclusalnes are calculated,
depending on the output type.
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In the classification case (class output), the rule conafuss simply taken as
the majority class irt,.

In the regression case (continuous output), each rule gsiwel initialization
is done by summing the observed outpgls and weighting them with their cor-
responding matching degree, as follows. Let us galk;) the matching degree
of thes;;, example for the;, rule, andy; the observed output for thg, example.

> () * i

i€E

1€EE,

C, =

Fuzzy output initialization is done in two steps.

1. calculate a crisp value as for a continuous output (equdt),

2. set the rule conclusion as the fuzzy set for which the meshijedegree of
the above crisp value is the greatest.

Choice of theE, subset
Its elements are selected in function of the item matchirgyekefor the rule.
The selection can be done in two different ways, dependinigeo€hosen strategy.

The first strategy is calledecrease It retains the examples which most ac-
tivate the rule. The user can specify two parameters : théircaity threshold
cardmin and the matching degreeatchmirthreshold. If the number of examples
matching the rule to a degree matchmin is lower thancardmin the required
matching degree is decreased according to a given stepysaelSTEP_DEC
constant, in the C++ library, whose default value is equad.th). The default
matching degree is set to 0.7 by the START_DEC constant. Elesdse pro-
cedure stops as soon as the required cardinality is reache&dhen the required
matching degree goes below a limit vaMeMin.

This strategy privileges the rule prototypes (in a wide sgnshose definition
IS given in the glossary (section V). It is assumed that ttengples with a lower
matching degree will be dealt with by means of interpolatingng the inference
procedure.

The other strategy is calledinimum it retains all the examples whose match-
ing degree for the rule i& matchmin threshold.
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Independently of the applied strategy, a rule will be eliatéd ifCard(E,) <
minmatch, in reason of its insufficient representativity in the daga s

The parameterminmatchandmincarddo not play the same role in the two
different strategies. The decrease strategy is driven&ynthcardparameter, the
minmatchparameter being only used as a limit, whereas the minimuatesgty
is driven by theminmatchparameter, thenincard parameter being only used for
checking.

Least square minimization
No parameters for this option.

Reducing the output vocabulary

In the case of a crisp regression output, the rule conclugaures are all dif-
ferent from each other. Reducing the output vocabulary awes the readability
of the rule base.

Two choices are available. With the first one (default on&)uatering is per-
formed using the rule conclusions, with the second one ibreedby using the data
file output values. The clustered values are chosen as theutewonclusions.

The number of distinct conclusions can be set, or the tadriss of perfor-
mance. Indeed reducing the voabulary usually goes withsadbaccuracy.

Once the vocabulary has been reduced, the output can b&ddzZihis option
is available in th@utputwindow, by checking th&uzzy outpubox. A standard-
ized fuzzy partition is then built using the rule conclus@s MF centers.

2 Data Menu

In many cases, we wish to use the FIS to infer output values fanole data set,
stored in an external file. To be usable as a data file in FigRedjle must be in
text format, with one line per example, and as many fields esdtal number of
input variables (active plus inactive) declared in the HIBe data file may also
include as many supplementary fields as there are outpuathlas.

The field separator is automatically detected. Spaces or taftations are
not valid separators.

Learning menu options are available only if a data file haslmgeened. All
of them need at least one output field to be present in the diata fi

15



2.1 Sample generation

This option creates sample files by random sampling from a filat Two possi-
bilities: to generate learning and test pairs, or K sampsfiLet N be the number
of rows.

In the first case, each pair includes a sample file and its cemmgaht. One can
choose the number of pairs, the relative sample file sizetr@thndom sampling
seed. The procedure creates as many file pairs as askedsfphdkie the data file
name, followed by textitlrn.sample.n for one file, andtbysample.tor the other
one, where n varies from O (first pair) to N-1 (Nth pair).

In the second case, the procedure splits the data file intoékb| each of them
of size floor(N/K) if theconstant sizeption is checked, or else of size floor(N/K)
for the first K-1 files, and N-K*floor(N/K) for the last one.

Other options (valid in both cases):

A choice of zero (0) for the seed means a new sampling, anudtee (1 for
instance) sets the seed to a fixed value, allowing to repeaea gampling.

The classif. checkbox imposes sampling to respect the class proporions
a data file column, by default the last one. In that case, aaote value (de-
fault=0.01) can be set, and will be used to determine classesdata.

2.2 View

The View option offers three possibilities. Figures can Bpaeted in various
formats (EPS, JPEG, etc.).

1- Histogram

distribution of variable values, displayed together withfuzzy partition.

2 - X-Y graph

On the 2 variable plot, options allow to display the regresdine, or the axis
bisector.

The left click on a data point activates/deactivates ithvatdynamical link
to the data table presented below. In case of a graphicatuliifi to identify
the point, it may be easier to activate/deactivate it fromdhata table, which has
checkboxes for that purpose.

An info balloon shows the row number of the data point neamntlogise loca-
tion.

3 - X-Y-Z graph

The points corresponding to the chosen variables are gisplan a 3D graph-
iCS.

The same functionalities than for the 2D plot are availaplas some other
mouse actions:
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e Press left button + move: rotation
e Press right button + move: translation

e Press wheel + move: zoom.

The Reset vievoption of theFile menu resets the 3D graph to its initial values.

2.3 Table

This option displays data in a table, allowing to sort thentbiumn, and to de-
activate examples. Deactivated examples are not takemautmunt during infer-
ence. The active/inactive state is saved when closing tladfitaand is reassigned
when reopening it. The popup window f@pening a filehas an option allowing
to reset all examples to an active state.

A double click on a table row opens the inference window aponding to
these data row values.

2.4 Infer

This option implements thBerformancdunction. See section 2 for a complete
description of arguments and results. Thieks between rules and datgption
calculates the fired rules for each data file row,beyond theeh blanck threshold.
That procedure can be slow for a big data file. It is the defaypiiion for data files
with less than 200 rows.

The results of the fuzzy inference performed on a whole dettar® saved in
a text file, readable in a spreadsheet. The file format, inquéatr the number of
columns, depends on the type of defuzzification operatos@mdor each output
and on the classification flag. It is detailed in section 2t par

For instance, in the case of a crisp output, and with the ifieatson option
selected, each inferred value is recorded, with the clasdttivas assigned to.

In case of multiple output, one of them must be selected infieeence win-
dow. When the observed output is present in the data file,abimspared to the
inferred output. A performance index is given. In the clasation case, it is the
number of misclassified examples. Otherwise, three nuandices are given,
Pl, RMSEet MAE as defined in the glossary section (voir section IV. A perfor-
mance summary file is written, see 2 that describes its farmat

Note: all learning procedures are guided and characterizedy RMSE.
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The same viewing options are available for graphical repregtion as in the
Data menu: histograms, X-Y plots with or without a regresdine, or confusion
matrix for classification data.

If the Links between rules and datption was chosen in the inference win-
dow, additional information is available in the X-Y plot byowing the mouse over
a data point: line number in the data file, and activated rulalers (beyond the
activation threshold).

For a classification system, the result i€@nfusion matrix The example
given in the figure 1 shows that the 50 examples of class 1 diehassified, 49
examples of class 2 are well classified and 1 is misclassifiéer(ed class=3), 47
examples of class 3 are well classified and 3 are misclas$ifitsired class=2).

Note: classification corresponds to a crisp output, with theclassification
option checked.

Implicative outputs

For implicative outputs, the X-Y graph plots the inferredueas an interval
centered on the defuzzified value, and bounded by the minigmoihmaximum
kernel values of the inferred possibility distribution.

A new menu option is available for viewing results of imptiga rules. It
gives a cumulated matching degree of inferred outputs wigeosed ones. This
option is inspired from the classificatiaronfusion matrixbut it takes into ac-
count the specificity of inferring an output possibility tlisution and not a single
defuzzified value, as this is the case for conjunctive rules.

The matching degree varies between 0 and 1 for each item.ctingputed
using the intersection of the inferred possibility distlon with output fuzzy
sets, and also considering the distribution width. The Itasuccumulated over
all data file items, and displayed as a table, with one row pgoud fuzzy set, a
Matching degreeolumn and artemone.

Warning: Whatever the type of rules, implicative or conjunctive, the per-
formance index only takes into account the examples that asfate the rules
beyond the chosen threshold (default value i8.1).

2.5 Links Menu

This utility allows to view the links between rules and saenp¢ms, and also the
links between the various rules. It creates several work,fileth a default name

prefix equal to the data filename.

e rules.items
This file has as many lines as there are rules in the system2plu
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abserved
class 1 class 2 class 2
class 1 &0 0 0
inferec class 2 0 44 4
class 3 0 1 47
hot classified 0 0 0

Figure 1: Example of a confusion matrix in a classificatioseca

* First line: number of rules
* Second line : maximal number of items that activate a rule

* Third line : description of the first rule, i.e. the rule nuer(starting
from 1), cumulated weight, number of items that activatela (be-
yond a threshold parameter with default value equal to lelwed
by their number.

e items.rules
This file has as many lines as there are items in the data sample

For each line, the item number (starting from 1), followedlby rule num-
bers that are activated by it.

e rules.links

The notion of link between rules is useful to appreciate thescstency of a
rule base. If two rules are strongly linked, and have diffiéi@nclusions,

then the inconsistency can come from an insufficiently $meiciput range

rule coverage. This situation can also correspond to arpgxeein the data
sample. The linkage level of thig, rule with thej,, rule is calculated as
follows:

Nij

N; is the cardinal of the subsé; of the items that activate thg, rule, N, ;
is the cardinal ofs; N L.

This file is formatted as a square matrix, whose size is equidle number
of rules. Thei, 5 cell gives the corresponding linkage level. Note : the
matrix is not symmetric.
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e rules.sorted

if the sort option is selected, rules are sorted by cumulateight (which
represents their influence in the data sample).

Note: links do not depend on the FIS outputs.

3 Learning Menu

The Learning Menuncludes supervised learning procedures, simplificatiaa p
cedures and optimization procedures.

Warning: all learning procedures are compatible with implicative rule
systems, but, in this case, results must be interpreted witthe semantic spe-
cific to implicative rules.

Learning allows to design a FIS from a data set, called legreet. The main
learning methods have been described in [8]. To ensureirgtability, we chose
to separate the partition design stage from the rule indocine, even when both
are mixed together in the original publications.

3.1 Partitions
3.1.1 Generate a FIS without rules

The Generate a FIS without rulesption can be called prior to the rule induction
methods. Itis described in 1.6.

3.1.2 HFP MF and HFP FIS

The HFP method, which means Hierarchical Fuzzy Partitigmsndescribed in
detail in [9, 10].
It includes a fuzzy partitioning stage and a rule selectioa.o

We only present here the four steps proposed in the menu. rardidtata file
must be available.

1. Generate a HFP configuration file
The maximum partition size must be specified for each actwmble. The
most important parameter is the type of hierarchy. Threecgsoare avail-
able:

(a) regular grid
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(b) k-means
The k-means option uses the well known clustering methodchef t
same name. There is no a priori relationship, for a givenatdei,
between the partition centers for partitions of differezes.

(c) hfp

This last option corresponds to an ascending procedureacit step,
for each given variable, two fuzzy sets are merged. The coatipnal
time can be high, and essentially depends on the initial ruob
fuzzy sets. There are two ways to build the initial partitidrhe first
one consists of considering the values in the learning seeasical if
they differ by less than the threshold (given as a percerdéte input
range). Each group of values, the number of groups depercinigat
threshold, then corresponds to one fuzzy set. The secondseisy
the number of groups, and calculates the group centers dyiag@a
k-means clustering.

2. Generate vertices

This option creates a file that records the vertex coordgfateall proposed
partitions. The partition size goes from two to the maximummber (de-
fault is 7) set at step 1.

3. View vertices

This option is for viewing the vertex location, togetherhvihe data distri-
bution (histogram).

4. Select the fuzzy partitions

The one-dimensional hierarchies calculated at step 1 aettoduild fuzzy
inference systems. It is an iterative procedure which stiam a 1 or 2
fuzzy set partition for each input dimension, builds thezijuinference sys-
tem including all possible rules and assigns it performasmoe coverage
indices. At each iteration, a single input variable fuzzytipian is refined
by adding one fuzzy set, and the corresponding fuzzy inferesystem is
built. The best fuzzy inference system will be kept consitugthe perfor-
mance criterion. The procedure uses a HFP configurationritiesavertex
file. The first five parameters are identical to those desdribéhe Generate
Conclusions Menu (fpa algorithm). The next one correspdodie initial
number of fuzzy sets in the partition. It can be set to 1 or 2e @hfault
value is 1, and corresponds to introducing variables onenay o

The last two parameters allow to set a maximum number oftitars, and
to specify a validation file for evaluating the FIS perforrnanThe default
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validation file is the current data file. Other files can be ysegarticular
the active or inactive data file created by the use of the Bdike menu
option.

Output files:

The results of each iteration are stored as a line in both"fiesult” and "re-

sult.min”. The "result" file records all attempts (addingua#y set on each
input variable), and the "result.min" file holds the configfiomn retained
after each iteration.

Format: columns are delimited by the & character, whichvai@asy im-
port into a spreadsheet, or immediate introduction as ayarmr a LaTeX
document.

Eile Edit Miew |nset Format Tools Data  Help
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Figure 2: Example of an hfp result file

first column: p (equal to the number of input variables) ietsg separated
by a white space. They indicate the current number of fuzty fee
each variable,

second column: number of items in the validation set

third column: Max error

fourth column: coverage index

fifth column: threshold value used to compute the coveradexn
sixth column: performance index

following columns : rule base characteristics

The performance and coverage indices are described in Ipsettion 2,
while the rule base characteristics are introduced inse@&jpart Il.

Output file analysis allows the user to select one or more &l§enerate.
Elements to be considered are the performance (column @harabverage
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level (column 4) but also the complexity of each FIS, whicmsasured by
the number of rules (column 3),and other rule base charatitsrprovided
by thelnfoRBstructure.

The performance index, which is an error measure, shouldslmrall as
possible (minimun®), and the coverage level as high as possible (maximum
1), while the number of rules and of fuzzy sets must be keptoresisly
small. The compromise between complexity and accuracy demuuoser
control.

Note: This option does not generate a FIS.

5. Generate a FIS

This option, available in the Rule Induction-HFP FIS optioreates a FIS
configuration file for a given combination.

The HFP configuration file and the vertex file are given as patara. The
other parameters are used to initialize the rule conclssiging the FPA
algorithm. The generated FIS can be used as such, or as antinthe

simplification menu.

3.2 Rule induction

Several rule induction methods are available. Most of themaiFIS, the “FPA’
algorithm, the "Wang & Mendel" algorithm and “fuzzy decisitrees”. In that
case, existing rules, if there are any, are ignored, and NMé&gs@t modified. The
HFP method is a particular case. It is a partition refinemégdrahm, described

in the select a partitionoption (see section 3.1.2), which only uses data from a
data file. If there is a current FIS, it is ignored by the methdde OLS method
can use a FIS configuration, which means that the input fuargtions are kept

as such, it can also work from a data file only. In that case,sbe is needed to
generate the input fuzzy partitions.

Simplification can be applied to any FIS, independently efitfduction method
used to build it. It does not modify MFs, but only changes thles.

Optimization can be applied to any FIS, independently oitbdaction method
used to build it. It can modify all FIS elements including MFs

We will specify whether there must be a current data file, analtcurrent FIS,
prior to the learning procedure. If these conditions are fotitlled, the corre-
sponding learning option will be grayed.
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Note: most learning methods use a tolerance threshold EPSIN=10-°.
Before using these methods, it is better to normalize the datbetween 0 and
1, if their range is very high or very small.

Note: for all learning procedures and numerical outputs, the accuracy
index is the RMSE performance index.

3.3 FPA Menu

It needs both a current FIS configuration file and a currerd filgt TheGenerate
a FIS without ruleoption generates the partitions from data (see 1.6).

The FPA option allows to generate the rules and set their conclgsiiommne
pass (see 1.7 and 1.8 for details).

3.4 Wang & Mendel

Contrary to the original method [15], this procedure neegsigfined fuzzy par-
titions. They can be automatically generated from dataguin instance the
Generate a FIS without rulegption of theFIS menu.

The prodedure handles all outputs, and ignores existirgsrut needs both a
current FIS configuration file and a current data file.

It starts by generating one rule for each data pair of thaitngiset.

Thei'" pair one is written :

IF 2y is AY AND zyis Ay ... AND z,is A) THEN yis C".

The fuzzy setsd; are those for which the degree of matchifis maximum
for each input variablg from pairi. The fuzzy se(C; is the one for which the
degree of match of the observed outpyt,is maximum.

For a crisp output, an internal conversion creates MFs cediten the output
values, then reassigns crisp numbers equal to MF centeng taile conclusions.

A degree is assigned to each rule. For a given rule it is equtdé rule fire
strength for the considered pair. In case of identical psesifor two rules, only
the one with the higher degree is kept.

This procedure is very easy to use as it does not not requyreaameter.

Limitation: this procedure is not well suited to crisp outputs repraagnt
continuous numerical values. In that case it can only be ufsdégk observed
output has 15 different values or less.

3.5 OLS Menu

Different options are available if a FIS file is available @t.nThe OLS algorithm
[2, 3, 11] transforms each data file example into a fuzzy rame, selects the most
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important rules with the least squares criterion, by linesgression and Gram-
Schmidt orthogonalization. After the selection step, aoedgassage is done to
optimize the selected rule conclusions.

As for all FisPro learning procedures, two steps must beérdjatshed: gener-
ating the partitions if necessary, and inducing rules.

Our implementation is motivated and described in detaibin [

Generate partitions

If there is no current FIS, the first step is the partition gatien from data.
Two options are available. We advise to use standard fuzeitipas (as in the
FIS menuGenerate a FIS without rulesection 1.6).

We also propose the original OLS algorithm, which consi$tgemerating a
Gaussian MF for each data point variable value. These MFghareclustered to
limit their number to MAX_MF (999) . Note that, in that casbetpartitions are
not standard fuzzy partitions.

If there is a current FIS file, the input fuzzy partitions aspk

Generate rules

The second step consists of two stage: the rule selectipe éad the rule
conclusion optimization. The algorithm uses one outputaidée=first output, or
last column in data file). Two criteria are used together tectehe rules in the
first stage:

e Part of output inertia not explained by the rules (Defauli0
e Number of rules (Default=100).

The prodedure stops as soon as one criterion is satisfiedh Mé&t default
values, the inertia one is usually the first to be fulfilled.

The stage 2 uses a least squares optimization to set théesktale conclusion
values. If there is a current FIS, an option allows to keepethisting rules, which
means that only the rule conclusions are changed.

The optimization, which does not change the partitions herrtile premise,
but only the rule conclusions, is also available in @enerate conclusiongption
of theFIS menu (section 1.8).

Reduce the output vocabulary

The rule conclusions generated by OLS are all distinct fracheother, so it
can be interesting to reduce the number of distinct conchssi

This is done by a clustering operation, for which two opti@ms available:
start from the rule conclusions, or start from the outpuadatues in the data file.

The number of distinct conclusions, or the tolerated pentonce loss, can be
set. Indeed the voabulary reduction usually goes togetitbram accuracy loss
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With that option, the output can be fuzzified, meaning thagaadard output
fuzzy partition is built using the new conclusions as MF eent “fuzzifier” la
sortie, c’est a dire construire une partition floue

The Reduce the output vocabulaoption is also available in thEIS menu
“Generate Conclusions” option.

3.6 Tree Menu

Fuzzy decision trees are an extension of classical dedises [1, 14]. They are
formed of one root node, which is the tree top or starting pand a series of
other nodes. Terminal nodes are called leaf nodes, or ledwash node corre-
sponds to a split on the values of one input variable. Thigalée is chosen in
order to reach a maximum of homogeneity amongst the exantpedelong to
the node, relatively to the output variable (response t#)a This is equivalent
to minimizing the entropy. The paths from the root node talgahe leaf nodes
are easy to interpret as decision rules, strict of fuzzy ddpey on the nature of
the tree.

The tree can be pruned, by transforming a node into a leaf,nbtiee per-
formance loss is low. This procedure facilitates the treerpretation. Pruning is
based on the performance of the tree equivalent FIS.

Note: the pruned tree may have a better performance than thedaell &is tree
building is based on a purity criterion and not directly onesfprmance criterion.

Fuzzy decision trees proposed in FisPro are based on a fogagmentation
of the ID3 algorithm [12].

Generation

The fuzzy decision tree generation procedure in FisPro sieeth a current
FIS configuration file and a current data file. The tree bugdsibased on one
output only, even if the FIS has several outputs. This oupuser chosen.

Output Type

Four cases are possible:

e fuzzy output, with the classification option
e fuzzy output, without the classification option
e crisp output, with the classification option

e crisp output, without the classification option (regreadi@e).
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The first three cases use the fuzzy entropy criterion to lhidtree, the last one
uses a deviance criterion, based on the output value dispeteach node and is
better suited to a regression case.

For a crisp output with the classification option, classesdmtermined from
data, and discrete MFs corresponding to the class labetsamgned to the output.
The maximum number of classes is 100.

With the classification option, the majority class is assjno each node,
without it, the average of the node attracted example ouspagsigned to it.

In the fuzzy output case, the tree summary gives the fuzzggtmns of the
node attracted example output for each MF.

Rules

If rules are present in the FIS configuration file, they areorgal.

Options

The Generate tree optionpens a pop up windows allowing to choose:

e the tree file name. The tree file format is a description suibed/iewing
the tree (extensioriree),

e the maximum tree depth, default is the number of variables.

e the minimum matching degrgefor an item to be considered as belonging
to the node (for entropy calculation),

e The minimum number of samples attracted by a node, with a nwdeber-
ship greater thap, required for further splitting the node,

¢ the tolerance on the matching degree to the node majoriggcla

¢ the minimum entropy/deviance gain required (relative gato build a tree
branch

o for classification only, the entropy criterion for buildiige full tree: abso-
lute (default) or relative entropy gain.

e for regression only, it is possible to optimize rule conans in a second
pass, using the least square optimization (OLS).

The relative entropyfavors the variables with an unequal distribution of
examples (not classes) between the MFs. It also favors tiegbles with a
small number of MFs.

e the pruning option:
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Pruning consists in a recursive node removal, from treeoboto top. The
removal is done if the equivalent FIS performance does notedse, or
decreases only a little.

The relative loss of performance (compared to the perfoomant the full
tree) has a default value of 0.1. It is user editable. Theulefalidation
file used for computing the performance is the current daga @Gither files
can be used, in particular the active or inactive data filate@ by the use
of the Data-table menu option.

Pruning can be done by removing a full split, or by removingl@@fter
node.

e an intermediate output display.

Output

The procedure creates one tree or two (if pruning was selclieopens two
windows for each tree:

e aviewing window.

The user can select the informations to display for all nodesnber of

items attracted by the node, node entropy, majority cladssample num-
ber class distribution (classification case), or else meanstandard devia-
tion (regression case). The part of the tree displayed imihdow can be

exported or printed.

The initial tree location is done automatically but the usan also select
tree branches and maually move them to improve the locafltre scale
and font are editable.

e a FIS window. It displays a FIS equivalent to the generateatyfiree,
which can then be used as such and saved.
e aresult file, called result.fistree (figure 3):

Each line in theesult.fistredile describes a fuzzy tree (full or pruned tree):
The first column gives the FIS equivalent name (full tree ampled tree).
Then we have the indices described in section 2:

2nd column: performance index

3rd column: coverage index

4th column: max error

5th column: membership threshold for computing the coveragex
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File Edit Miew Insert Format Tools Data Help

Figure 3: The result.fistree file

Then follow some indices specific to fuzzy trees:

6th column: average number of examples attracted by a leaf
7th column: maximum number of examples attracted by a leaf
8th column: average fuzzy cardinality per leaf

9th column: maximum fuzzy cardinality for the leaves

10th column: average entropy or deviance per leaf, weighyeithe fuzzy
cardinality

groups of 3 columns (number of groups equal to number of adtiNs
input variables)

— variable number
— number of times when it was chosen as the split variable

— average appearing rank
following columns: rule base characteristics (see se@jon

View tree
This submenu allows to view an existing tree. Two possibgitire offered.

Graph: the viewing window described above.
Table: non graphical viewing, displaying the same infoiioratn a table.

It opens the viewing window described above.
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3.7 Simplification

Simplification principles are presented in [9]. It aims torehates the less useful
variables from the rules of a fuzzy inference system. Theguiare needs a cur-
rent FIS configuration file and a current data file. It takessdume parameters as
the FPA algorithm (used for generating conclusions), amdesspecific ones: the
tolerated loss of performance (as a percentage of thelipgidormance index),
and the homogeneity threshold. This last parameter is umechecking that the
widening of the rule input space coverage resulting fromdineplification pro-
cedure does not lead to abusive simplifications. It sets iggedsion maximum
value for the observed outputs of the items attracted bye ffithe homogene-
ity threshold value is two low, only very specific rules wik tkept, which will
make interpolating difficult in the fuzzy inference systevkle advise to start the
procedure with a value d@i.5.

TheKeepLasbption is used by the procedure to not remove the last rulese’ho
conclusion is a given class label, case of a crisp outputthéltlassification flag,
or a membership function in the case of a fuzzy output.

A validation file can be specified. In that case, it is used ahesep to de-
cide whether to keep not to keep the simplification resultimogn the use of the
learning file.

The procedure output is summarized in the fésult.simple Each line is a
summary of one attempt to simplify the system. The first caligives the name
of the FIS configuration file created during the run. The nasn®imed by ap-
pending to the initial FIS configuration file name the struetyb.z, x being an
index number, the indices given in section 2 and finally tHe base characteris-
tics, see section 3.

1st column: initial Fis filename

2nd column: performance index

3th column: coverage index

4th column: max error

5th column: activation threshold used for computing theecage index
following columns: the rule base characteristics

At the end of the simplification procedure, a window appehas torresponds to
the simplest FIS found.
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3.8 Optimization Menu

Two options are proposed in this menu. The first one, c&lle8 (Least Squares)
allows to optimize the rule conclusions. It is detailed ia tis menu, section 3.5.

The second option allows the optimization of the FIS elestiedt- bound lo-
cation for fuzzy inputs and outputs, rule conclusions. Taks®nd Wetts method
is available. It is a mono agent evolutionist strategy. Téference [7] gives the
detailed algorithms. It is available in two forms:

e Solis Wet§ his is a ready to use standard version. It allows an easytgsie
of the components to optimize: first inputs in the user givereg then
output and finally rules. The optimization is an iterativegedure, with
a default number of steps equal to 2, and 1 if there is only apetito
optimize.

e Custom Solis Wetsgives access to the whole set of parameters but is more
difficult to use.
In any case the optimization procedure does not find the atesbést solu-
tion, but one among the solutions corresponding to the giviéeria.

Possible constraints

Whatever the FIS element to optimize, the optimization iselolaon the FIS
performance improvement.

The algorithm can be sumitted to some user defined condrdihe solutions
found will onlu=y be retained if they satisfy the constraint

Parameters:

e choosing the outputf the datafile has several outputs. The performance
will be based on one output only.

e maximum number of iterationdefault value=100.
A higher value will increase the success rate of the proecadur

e constraint on center distance

Impose a minimum distance between the centers of two adjdties. The
value is between 0 and 1, and represents a fraction of thieramige.
The default value is 0.000001 and corresponds to no constrai

e blank thresholdfuzzy inference parameter for the performance calcufatio
(see the corresponding explanation in section 2).

e interpretability constraint.
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¢ limit MF bound changes
With this constraint, MF bounds are not allowed to move awaynftheir
- 1 .
initial values further than————, where nmf is the number of fuzzy sets

nmf+1
within the partition.

e Advanced parameters:

Opens a popup window allowing to set some parameters toaldhtr al-
gorithm.

— seed value
Initialize the random generator.

— Solis & Wetts constants

— Gaussian noise standard deviatiomternal parameter, that must be
between 0.0 and 1.0. If too high, convergence is slow, defallie:
0.005.

— max number of constraintslefault value=1000. Number of random
draws allowed to consider a configuration as a candidaterdd¢ie
iteration number is incremented.

Raise this number if needed to increase the chances for #rehse
algorithm to find a valid solution.

The solutions found by the algorithm are kept only if the d¢oaists are
respected.

¢ FIS elements to optimize:
Check the checkboxes to choose the FIS elements to optimize.

e Select all inputs
This checkbox preselects/unselects all MFs for all inputs.

e Select all rules This checkbox preselects/unselects all rules for rule con
clusion optimization.

e Standard

If this checkbox is checked, the partitions are standaddiaezy partitions,
which guarantees the respect of the semantic [4] and thatelpretability.
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e optimize fuzzy sets
For each input, each MF is listed with a checkbox to seles#lett it.

For the output:

For a fuzzy output, check/uncheck Standard (for Standarzy-Rartition)
and select the MFs to optimize, as for inputs.

e Ruler

For each rule, checkbox to select/unselect it. The selacied will have
their conclusion optimized.

If the output is crisp, the.imited vocabulary in FISption restraints the
conclusion values to a permutation of the initial valuesegivn the FIS
configuration. Otherwise, the conclusions can take anyevalu

e Display the key

Displays the key for a copy/paste operation, to reuse it asrgument of
thefisoptprogram.

Result

In case of success, the procedure creates a new optimized//k$ is opened
in a new window. Otherwise, a warning is displayed.

Advice for users

The optimization procedure does not find the absolute béstiso, but one
solution corresponding to the given criteria.

It is advisable to proceed with successive steps, rather tinaptimize ev-
erything at once. It is always possible to iterate the oanon procedure, by
reusing the FIS created at the previous optimization step.

4 Options Menu

FisPro is a localized software. The menus, buttons and eressages are avail-
able in several languages (currently French, English arachiSh).

The Options Menu allows the user to select the working lagguand to
modify the windows look and feel. Other languages can easilgdded, by trans-
lating the message files in the subdirectory resources aldlia class directory.
The environment variable setting corresponding to theuage locale (platform
dependent) will then make the new language files availaldtsiAro.
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Part Il
C++ Function Library

The class hierarchy is given in figure 4.

—— Inclusion

FIS
|

~<— Inheritance

| |
INPUT OUTPUT RULE

DEFUZ AGGREG

- ,7 """ _‘ ,7 ------ _‘ PREMISE CONCLUSION

______ I I Lo
FUZzZY CRISP
OUTPUT OUTPUT

Figure 4: Basic class hierarchy

Each class is generally implemented as two files, the dearfle with the
.h extension, and the definition file with the .cpp extension.

1 FIS structure

The FIS handled by the function library a¥MO type FIS, Multiple Input Mul-
tiple Output. The FIS is built by using the information of tbenfiguration file.
The basic module contains two main functions, defined wité#IS class:Infer
andPerformance

TheInfer function infers a value for each active output from the inpaltes.
Fuzzy inference obeys the following steps:

1. Fuzzification: done within thtNPUT class. For a given input value, the
GetDegdunction fills theMfdegarray with the membership values to each
input fuzzy set. This array is public.

2. Inference: Each rule conclusion is weighted with the iteaiching degree
for the rule. The rules have the following structure (for aotwmput one
output FIS):
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IF Input 1 is MF 2 AND Input 2 is MF 1 THEN Output 1 is Value 1
(crisp output)

IF Input 1 is MF 1 AND Input 2 is MF 1 THEN Output 1 is MF 2
(fuzzy output)

TheExecRuldunction of theRULE class calculates the matching degree of
the item to the rule, also called rule weight. The calculat®done within
thePREMISEclass. It uses a conjunction operator between the fuzzyrsets
the rule premises for the input variablésgut 1andInput 2). These fuzzy
sets are described by tmeimber 2and number 1membership functions
for the first rule,1 and1 membership functions for the second one). The
PREMISEclass includes a pointer on the input variable array, whicbgit
access to th&lfdegfield for each input. The rule matching degree is stored
in the public variabléNeightwithin the RULE class. When expert weigts
are set (see sectidflS menu- Rule windowthe rule matching degree is
multiplied by the expert weight.

. Inferred value computation: This computation is handle&ISOUT class.
It consists of two main steps.

¢ Rule aggregation:Once all the rules have been fired, two options are
available to aggregate the rule conclusiomsixor sum

The rule conclusions are numerical values for a crisp outpuMF
labels for a fuzzy output. They constitute a set of possiblaes.

The resulting levels are stored into tMulnfer array, theRulelnfer

one contains the number of the rule corresponding to the mamxi,

in case ofmaxaggregation, or the last rule number whose degree has
been added, in theumaggregation case. Both operators can be used
with crisp or fuzzy output.

Note :

r the number of fuzzy rulesy”(x) therth rule matching degree for
the multidimensional vectar.

m the number of output MFs (fuzzy output) or the number of didti
rule conclusion values (crisp output).

C" the conclusion of theth rule.
The activation levels after aggregation are the following:
—max:Vj=1,....m
Wi = {maa: (w"(z)) | C" :j}
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— sum:
x crispoutputyj =1,...,m

W7 =52 (w'(z)) | C" =

x fuzzy outputv; =1,...,m

Wi = min (1, {Z (wi(z) | € = ]})

e Defuzzification: This operation uses aggregation results. The inferred
value, y; for the iy, example, depends on the output nature and its
defuzzification operators.

— crisp output
(a) sugenooperator

ST WiCY

j=1

~

Yi = (2)

>, W
j=1
(b) max crisp operator
Ui ={j =argmaz (W’) [j=1...m}

— fuzzy output
Figure 5 illustrates the defuzzification possibilities ®ifuzzy

output.
1_|
w2l i NN
wl | !
Tttt }7 AAAAAA RS S S S S S S S S e X
| PAAAAAA A S SO S S S S S S
0 %/\/\/\/\/\/\ ST SO S S S S S S e
; ‘ ‘ ‘
1 2|
| ‘ aC acl !
bg b, mm b, b,

Figure 5: Defuzzification

(a) weighted areaThis operator favors the interpolation between
linguistic labels. The inferred output is:
S area(CY)

~ J

Yi = 3)

o
=1
i area(C})
j=1
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wherem is the number of MFs in the partition, = W7 is the
activation level for thg,, MF, o’ is the centroid abscissa of
C7, andCY a new MF, defined front’V as follows:

j x; if n(z;) < a
'uca(xi) - { M(oz ) s{nl:m( )

(b) average of maximaThe output ig;; = mm (figure 5). Only
the segment corresponding to the maximum activation level i
considered, which means the operator mainly operatesrwithi
one linguistic label.

(c) sugenolt is the same formula as for a crisp output (equation
2), butC”? now represents the middle of thig MF kernel.

Implication operators
For implicative outputs, three implication operators araikable :

. L a <
e Resher-Gainesa — b = { ! A= b
0 sinon
) _J1 sta=20
* Goguena —b = { min(1, ) sinon
L a <
OG('jdelia—>b:{1 Sl.a_b
b sinon

The inference result is a possibility distribution, whiclayrbe defuzzified. In
the current implementation, no choice is available for tefidzification operator.
The default one is th&®lean of maximawhich corresponds to the middle of the
distribution kernel.

2 The Performance Function

This function is called for comparing the observed and mgf@woutputs for a data
sample. It has two main arguments: the output number to bedesnd the data
set reference, which can be either a file reference or a poomen array. The
performance depends on the output classification flag.

The function writes a result file containing an array, withraany lines as
there are items in the data set. The number of columns dementie data file
and on the output nature (defuzzification type and classidicaption).

If the data file has an output column, the FIS performanceea#pect to a
given data set is estimated by three complementary indrnagimum error, per-
formance index and coverage index (which depends on thé& thaeshold).
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e Max error: It is computed as the maximum absolute value, twewhole
set of examples, between the observed outpuir the ith example, and
the the one inferred by the system,

e Coverage index: Some data items may match rules with a lowedegA
data item is called blank if its cumulated matching degre¢herrule base
is lower than a given threshold. This threshold is a userrpatar, with a
default value 00.2 Blank items do not appear in the performance results.

. : , . 1
Their total number is used to define a coverage index, equal te: 1 — —.

n
| is the number of blank items amdthe total number of items in the data
file.

Note: The matching degree highly depends on the rule precoisginction
operaror (min or product). The coverage index can decreasg fast if
the number of variables is high, and the blank threshold rbasthosen
accordingly.

e Performance index: It depends upon the output type. Forsp @utput
using the classification flag, it corresponds to the numbenistlassified
items. Otherwise it is parameterized using the SetErrertridnction, and
can be one oPl, RMSEou MAE (see glossary in section 1. This perfor-
mance index is returned by the function.

Example:

Figure 6 displays the result file that corresponds to a FISnigasonjunctive
rules, a 3 MF fuzzy output, and the classification option.
In that case, the file has 9 columns for each example: obsewled, inferred
value after defuzzification, alarm flag (O if everything is OXcolumns MF1,
MF2, MF3 with the example output membership degree to eathenh, current
error, Bl flag (O for a non blank example, 1 for a blank exampde)d cumulated
error.

General Format
The first line of the result file is a column header. The posslabels are
defined in the file fis.h:

e "OBS": The observed output, part of the data set
e "INF": The inferred output

e "Al": Alarm risen while inferring (see below)
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File Edit *iew Inzet Format Tools Data  Help

[~ [
Impaorted result|

Sum=0 ||

2] 25 2= — —
CeoE SEAFEER 9T e »
|He|ueti|:a "-'|EI_"-' B F U | = = 3
_A A1 X || =|mFz  MF3 Er Bl CEn
- | & | &8 | ¢ | © E E
1 |loBs INFllal MF1 MF2 MFR Em BI CEm
ﬁ 2 1000 1000 1 1000 0000 0000 2000 1 0000
4 (05 100 1 1000 0000 0000 15 1 000
- |74 Jo1s1 oz0 o0 oo 053 0467 0OM 0 000
\ 5 |04%5 044 3 0801 Q1% 0000 D412 0 09076
6 (067 000 0O 1000 0000 0000 067 0 0637
'\ 7 |0s01 0000 0 0266 0002 0000 S0 O 0.588
g |05 0000 0 1000 Q00 Q000 0523 00 182 /
]
-]

Figure 6: Inference result file - 3 MF fuzzy output, classiifica option

e "CIINF": Inferred class label, for crisp output and classation flag
e "CLAI": Alarm risen while inferring (see below)

o "Err": Difference between inferred and observed output

e "BI": Blank flag, 1 if this item is considered as blank, o othese

e "CErr2": square cumulated error over the previous examples

WARNING: The cumulated error does not take into account the Bank ex-
amples.

The first column holds the observed output, if it is availdhlthe data file, as
inference can also be done without an observed output.
The second one gives, when the observed output value isbigithe difference
between observed and inferred values.
A variable number of columns follows, depending on the otutjaiure.
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| Output| Classif| Defuzzification| Field # ] Available fields

crisp yes sugeno 4 infered v. | Alarm | infered class{ Alarm
crisp no sugeno 2 inferred v. | Alarm

crisp MaxCrisp 2 inferred v. | Alarm

fuzzy yes sugeno/area| n+2 | inferedv. | Alarm 1y o -« -
fuzzy no sugeno/area 2 infered v. | Alarm

fuzzy yes MeanMax n+2 infered v. | Alarm W1y o - - -
fuzzy no MeanMax 2 infered v. | Alarm

Note: i1, us - . . 1, are available if the example activates at least one rule. For
a fuzzy output defuzzified witBugenoou area operators, they are equal to the
inferred output value membership degrees to ME...n. For a fuzzy output
defuzzified with aMeanMaxoperator, or for a crisp output obtained through a
MaxCrisp operator, they represent the matching degree of all passibtputs:
MF values for a fuzzy output, or real values for a crisp output

The columrBl is 1 if the item is inactive, O otherwise. Finally, the lastian
gives the current value of the performance index.

Available alarm values:
Integer values which depend on the defuzzification operator

NOTHING (Value 0): All types. Everything is normal.

NO_ACTIVE_RULE (Value 1): All types. The example does no¢ fany
rule of the rule base.

AMBIGUITY (Value 2): SugenoClassif (Crisp output) and Maxsp. The
difference between the two main classes is less than a tiicegtefault
value AMBIGU_THRES =0.1).

NON_CONNEX_AREA (Value 3): WeArea - Set when the area defimgd
the fired fuzzy sets (threshold set to MIN_THRES = 0.1 by déféinon
connex.

NON_CONNEX_SEGMENT (Value 4): MeanMax - Set when the max
corresponds to two fuzzy sets (with a tolerance threshdltgelefault to
EQUALITY_THRES = 0.1) and the resulting segment is non cenne

The performance function also computes the coverage indexh depends
on the minimum matching degree given as an argument.

General file format for implicative rules
If the output on which the performance is calculated is iwgtive, new columns
are introduced in the perf file, in the following order.
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k columnsM Fy, ... M F}, right after columrOBS k is the number of output
fuzzy sets. The value written in each column is the memberdégree of
the observed output to the corresponding fuzzy set.

k columnsM Fy, ... M F}, right after columnAl. k is the number of output
fuzzy sets. The value written in each column is the memberdégree of
the inferred output to the corresponding fuzzy set.

MINK, which contains the inferred possibility distribution nmum kernel
value.

MAXK; which contains the inferred possibility distribution nraxm kernel
value.

MINS which contains the inferred possibility distribution nmmum support
value.

MAXS which contains the inferred possibility distribution niraxm sup-
port value.

MATCH, which gives the matching degree between the observedtcaripu
the inferred possibility distribution.

3 Rule base characteristics

The main characteristics of a rule base are summarizedmatliedicated struc-
ture calledinfoRB the rule base information structure.
It is made up of the following attributes:

maxR : maximal number of rules according to the FIS structure
NR : number of rules

maxVr : maximum number of variables in a rule

meanVr: mean number of variables per rule

nVar : number of distinct variables used in rules

meanMF: mean number of MF per used variable

nClass: number of classes (0 if not classif)

nRc : number of rules per class or MF
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The structure also includes two methods allowing attridwdeadling: Print
and WriteHeaderto print the column labels. These print functions use as field
separator the '&’ character (Well known to latex users!)

TheAnalyzeRBunction, from class FIS, is used to fillafoRBstructure with
respect to a given output of a fuzzy inference system.

Part Il
Detalled class structure

A programmer’s documentation of the C++ and Java classesikahle in html
format on the FisPro home page.

1 Known problems

e Most learning methods use a tolerance threshold EPSILION: Before
using these methods, it is better to normalize the data leetWeand 1, if
their range is very high or very small.

e The HFP induction method is based on a data file only. It cemsithat
there is a single output which corresponds to the data fitect@damn.

e Once memory is allocated, some Java virtual machines (J\av)al free
it while the Java process is active, even if the memory is mgéo used.
Large arrays can be allocated in FisPro when reading big fileta The
only solution to free memory is then to save current workt EisPro and
relaunch it.

Part IV
Fuzzy Logic Elementary Glossary

1 Linguistic variable and fuzzy inference system
e fuzzy set : A fuzzy set is defined by its membership function.pdint

in the universe;r, belongs to a fuzzy setd with a membership degree,
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Figure 7 shows a triangle membership function.

1 A
e

X

Figure 7: A triangle membership function

Fuzzy set support: the set of real values for which the mesghiyeidegree
is greater then zerdyy = {x|ua(z) > 0}

Fuzzy set kernel: the set of real values for which the menhiyeidegree is
equal to 1K, = {z|pa(z) =1}

Fuzzy set prototype: a point is a fuzzy set prototype if itsnmhership de-
gree is equal to 1.

Partitioning: Partitioning defines the fuzzy sets for a givariable range.
These sets are denotdd, A, ...

Standardized fuzzy partition: a fuzzy partition of the variable is called a
standardized fuzzy partition ifz € X;, Z [ha: () = 1.

J

0

Figure 8: Example of a standardized fuzzy partition
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e Linguistic variable: In a standard fuzzy partition, eaclzZy set corre-
sponds to a linguistic concept, for instarvdery low Low, Average High,
Very High During reasoning the variables are referred to by the listgu
terms so defined, and the fuzzy sets determine the correspoedvith the
numerical values.

e Fuzzy rule: A fuzzy rule is written abf situation Then conclusion The
situation, called rule premise or antecedent, is defined esngbination
of relations such as is A for each component of the input vector. The
conclusion part is called consequence or conclusion.

e Operators:
— 1S : the relationz is A is quantified by the membership degreerof

to the fuzzy set.

— AND : conjunction operator, denoted the most common operators
are minimum and product.

— OR : disjunction operator, the most common are maximum and sum.

e Incomplete rule: A fuzzy rule is said to be incomplete if itemise is
defined by a subset of the input variables. For instance uiee r

IF xyis AyTHEN yis Cy

is an incomplete rule, as the variable does not appear in its premise.
Expert rules are generally incomplete rules. Formally asomplete rule
can be rewritten as an implicit combination of logical coctoes AN D and
OR operating on all the variables. If the universe of the vddal is split
into three fuzzy sets, the above rule can also be written as:

IF (x11is A ORxyis A2 OR xyis A3) AND z9is AYTHEN yis Cs.

e Item : an item or individual is composed of a p-dimensionplirvectorz,
and eventually of a g-dimensional output vector.

e Matching degree: For a given data item and a given rule, tleematching
degree, or weight, is denoted. It is obtained by the conjunction of the
premise elementsy = i (1) A fiag (v2) Ao A pag (), wherey. (x;)
is the membership degree of thevalue to the fuzzy seﬁj..
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e Activation: An item is said to activate a rule, if the rule rlaihg degree for
the item is greater than zero.

e Blank threshold: An example is said to be blank or inactivesifnaximum
matching degree over the rule base is smaller than a thietshbie, called
blank threshold.

¢ Rule prototype: an item is a rule prototype if the rule matghdegree for
this item is equal to 1, i.e. if example values are proptydeb® premise
MFs.

e Fuzzy inference system (FIS): A fuzzy inference system mmposed of
three blocks, as shown in Figure 9. The first block is the fizaiion
block. It transforms numerical values into membership degrto the dif-
ferent fuzzy sets of the partition. The second block is tlierance engine,
with the rule base. The third one implements the defuzziGoastage if
necessary. It yields a crisp value from the rule aggregagsalt.

Fuzzy rule
base
Small Average Large
‘ If..Then /N
( fuzz fuztzy1 cri?p ¢
Anput| Fuzzyfication NPUL | |nference engine outpu Defuzzyfi(:ationiou,\pu
X y

Figure 9: A fuzzy inference system

e System inferred output: denotgdfor thei,, item. The inferred value, for
a given input, depends both on the rule aggregation and tluezification
operators.

e Theruledfxis A theny is Gare of two types:

1. Conjunctive rules: In this case the rule represents pedihowledge,
inputs @) and output C) represent pairs of conjunctly possible values.
The rule semantic idf Input is of type A Then a possible output value
is C. The rule relationship between inputs and outputs is medddly
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a conjunction (t-norm). These rules are inspired from thia dese
paradigmit is possible because it has been obsenat implement
reasoning through similarities. The inferred output is argnteed
possibility distribution.

2. Implicative rules: The rule represents negative knogéednd its se-
mantic becomedf Input is of type A Then Output must be inThis
more formal expression is issued from the Logic researchdbraf
Artificial Intelligence and Computer Science. Instead ofmclating
possible values, it works by successive elimination, amdorees all
values that do not satisfy the rule constraints. The rulaeti@hship
between inputs and outputs is modelled by an implication¢lvimay
or may not be fuzzy. The inferred output is a (usual) potépissi-
bility distribution. For an expert, the passage from pesito negative
knowledge requires a modelling step.

For a detailed comparison between conjunctive and impheatles, please
refer to [13].

¢ Inference mechanisms: two different ones are necessary:

1. FITA: First Infer Then Aggregate. It allows inferring aradusion for
each rule separately before aggregating these conclusibrssused
for conjunctive rules, and for implicative ones with preciaput data.

2. FATI : First Aggregate Then Infer. In this case all rulesr{straints)
are aggregated before inferring the output possibilityriistion. Much
more difficult to implement, this method is required for ingaltive
rules, as soon as at least one input value is imprecise.

2 Conjonctive rules

There are two main families of conjunctive fuzzy rules:

1. Mamdani type. The rule conclusion is a fuzzy set.
The rule is written as:

IF x1is AL AND 245 Al ... ANDxpisA;
THEN yyisC} ... AND y,is C}

where A and C! are fuzzy sets defining the input and output space parti-
tioning.
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2. Takagi-Sugeno type. The rule conclusion is a crisp value.
The conclusion of thé,, rule for the j,, output is calculated as a linear
function of the input valuesy! = v, + b} 1 + blyxy + - -+ + bl 1z, @lSo
denotedy = f;(z).
In FisPro, for interpretability reasons, the conclusiolrsted to a constant
bi. .
jo

¢ Rule aggregationis done in a disjunctive way for conjunctive rules, mean-
ing that each rule opens a possible range for the output. peoabors are
available to aggregate the rule conclusiomsixor sum

The rule conclusions are numerical values for a crisp oupuMF labels
for a fuzzy output. They constitute a set of possible values.

The resulting levels are stored into thMulnfer array, theRulelnferone
contains the rule number corresponding to the maximum, se @dmax
aggregation, or the last rule number whose degree has beled aith the
sumaggregation case. Both operators can be used with crisoy fout-
put.

Note :
C' r the conclusion of theth rule.

m the number of output MFs (fuzzy output) or the number of distrule
conclusion values (crisp output).

The activation levels after aggregation are the following:

—max:Vj=1,....m
Wi = {maw (w'(x)) | C" = j}
— sum:

* Crisp outputyj = 1,...,m
W7 =52 (w'(x)) | C" =

x fuzzy outputvs =1,...,m

Wi = min (1, {Z(wr(‘”)) o= ‘7})

T

e Defuzzification: This operation is required for conjunctive rules and uses
aggregation results.

The inferred valuey; for thei;;, example, depends on the output nature and
its defuzzification operators.

— crisp output
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1. sugenooperator
ST Wiy
~ j=1
Ui =T (4)
>, Wi
j=1
2. MaxCrisp operator
Ui = {j = argmazW’ (C7) |j=1...m}

— fuzzy output
Figure 10 illustrates the defuzzification possibilitiesdduzzy output.

Figure 10: Defuzzification

1. weighted areaThis operator favors the interpolation between lin-
guistic labels. The inferred output is:

m . .
S a® area(CY)
DU =1

Yi = —m , (5)
> area(Cy)

j=1

wherem is the number of MFs in the partition; = W7 is the
activation level for thg;;, MF, o’ is the centroid abscissa 6¥,
andC? a new MF, defined fron® as follows:

1G5 () = { i) if i () <

N a sinon
2. average of maximaThe output ig); = mm (figure 10). Only the
segment corresponding to the maximum activation level is co

sidered, which means the operator mainly operates with& on
linguistic label.
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3. sugenolt is the same formula as for a crisp output (equation 4),
but C’ now represents the middle of thg MF kernel.

3 Implicative rules

Implicative rule aggregation is conjunctive, because ealehimposes a constraint
on the output. The handling of this set of constraints is dgieg an intersection

operator (t-norm). If no rule is active for a given input vectthe output is the

universal fuzzy set, meaning that, in case of total ignagaatt output values are
equally possible.

Three implication operators are available:

. b a <
e Resher-Gainesa — b = { L A= b
0 sinon
] _J 1 sta=20
* Goguena —b = { min(1, %) sinon
a <
OG('jdelia—>b:{1 sz.a_b
b sinon

The Resher-Gainesperator is not fuzzy: the possibility distribution corre-
sponds to the kernel of the other twepguenandGodel

The output partitions must be adapted to the aggregatiorerspecific to im-
plicative rules. We propose the concept of Quasi standartitipa (QSP) as a
compromise between interpretability and coherence. lddke QSP is derived
from a SFP partition, which is well known for its advantagederms of inter-
pretability. The extra fuzzy sets allow to have a non emptgrsection when
several rules are simultaneously activated. Figure 11lalsm SFP partition and
the equivalent SFP one.

Figure 11: A SFP patrtition and the QSP equivalent one

Implicative rules offer several advantages compared tqurmtive ones:
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Modus Ponens: The classical versiohp (A — C) = C, is generalized
using fuzzy sets and a fuzzy implicatioA: A (A — C) = C".

Inferential independence: In the rule bds¢;, — C;,j = 1,...,n}, The
inferred output for4; is equal toC;, if the rule A; — C; exists, whatever
the other rules are.

Respect imprecision: Because rule accumulation corretspimreliminating
possible output values, the imprecision of the output fooigyidistribution
is meaningful and may be analysed.

It is also possible to extract a precise value by defuzzificatThe current
implementation does not allow to parameterize the defuzibn operato.
The default one is th®lean of maximawhich corresponds to the middle of
the distribution kernel.

Detect conflicts: An empty output possibility distributioreans there is an
inconsistency in the rule base, the contraints are not cabipa

Learning

Supervised learning: It induces an input-output mappiognfia data set,
called learning data set. It is usually limited to a MISO (tipié input
single output) system. The learning data set includgsms.

Coverage index: Some items may activate the rules with a latching
degree. An item will be considered as inactive if its maximmatching de-
gree over all rules is lower than a user chosen threshol@itefalue=0.1
Inactive items are not managed by the FIS. The number ofiigaitéms is
used to define a coverage index, calculated as followWs= fracAn. Ais
the number of active items amdthe number of rows in the data file.

Performance indices, calculated from the active exampigs o
For a classification case:

A
PI = Z me(i)

wheremc(i) equa;s 1 for a misclassified item, O otherwise.
For a regression case, three indices are available:
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P1I is the historical accuracy index used by previous versidnBisPro,
RMSEis the Root Mean Squared Error, dAE is the Mean Absolute Error.

5 Possibility distribution

Let U a set of elementary events, One calls possibility measure denotdc
function defined on the set of all pa¥U) of U, taking values ir0, 1] such as:

° H(@) =0
o II(U) =1
o Vi, A; € P(U),TI(J Ai) = supIl(4;)

A possibility degredI(A) = 1 means that the event is completely possible,
inverselylI(A) = 0 means that! is impossible.

A possibility distribution assigns to each elemerdf U a possibility
7(u) € [0,1]. The distribution is normalizedwp,,.;; 7(u) = 1.

Guaranteed possibility

A guaranteed possibility measufeis a function defined on the set of all parts
of U, [0, 1] taking values irf0, 1] , such as:

o« A(D) =
o A(A; U As) =min(A(Ar), A(Ag))

Relation between possibility degree and guaranteed pbisstegree:

VACUA(A) =infyeam(u)
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Thus, if A(A) = a, all elementary events € A are guaranteed possible at
level o

Guaranteed possibility distributions are denofed
Interpretation of possibility degree and guaranteed posdiility degree

mx(u) = 1 : nothing keeps: from being equal ta:, v is a completely
possible value.

mx(u) = 0: uis an impossible value for.
dx(u) = 1: uisapossible value far, for instance because it was observed.

dx(u) = 0: it does not mean thatis an impossible value for, but it only
indicates that nothing guarantees it.
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